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Linear programming is arguably the most basic form of optimization. Numerous algorithms have
been developed and implementations exist in presumably every programming language. The appli-
cations range from linear optimization problems to branch-and-bound algorithms for mixed integer
problems and global optimization problems.

To eliminate the in�uence of rounding errors and obtain rigorous results, veri�cation methods
have to be introduced. We will analyze di�erent techniques for veri�ed linear programming and
take a look at some numerical results.
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1 Introduction

Linear Programming is not only the arguably �rst and most basic kind of optimization students get
introduced to. Its relevance today exceeds this by far.

Although some preliminary works exist, for example Fourier [8], de la Vallée Poussin [5], and Kan-
torovich [13], the success story of linear programming really started in 1947 with the discovery of the
Simplex method by Dantzig [3]. Together with the development of the computer, the Simplex method
allowed to mechanically solve optimization problems that required more than 100 man-days using hand-
operated desk calculators. Its computational power was illustrated by Dantzig [4] using a simple problem
of assigning 70 men to 70 jobs. While exploring all possible solutions �would require a solar system full
of nano-second electronic computers running from the time of the big bang until the time the universe
grows cold�, applying standard simplex or interior point software �it takes only a moment to �nd the
optimum solution using a personal computer�. In the same paper he stated, �the tremendous power of
the simplex method is a constant surprise to me�.

The importance of linear programming is exempli�ed by Lovasz [22]: �If one would take statistics
about which mathematical problem is using up most of the computer time in the world, then (not
including database handling problems like sorting and searching) the answer would probably be linear
programming�. That same year Eugene Lawler of Berkeley summarized: �It [linear programming] is
used to allocate resources, plan production, schedule workers, plan investment portfolios and formulate
marketing (and military) strategies. The versatility and economic impact of linear programming in
today's industrial world is truly awesome.�

Rounding errors, inevitably introduced by �oating point arithmetic, can well deteriorate the results
of numerical computations. This is especially true for ill-conditioned problems. The practical relevance
for linear programming, is emphasized by Ordóñez and Freund [26]. They analyzed the problems in the
Netlib collection [24] of real-life linear programs and observed 71% to be ill-conditioned.

2 Available Algorithms

Several methods are capable of producing rigorous results for linear programs. According to the tech-
niques used, they can be classi�ed into four categories. Algorithms for constraint satisfaction problems,
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algorithms using rational arithmetic, global optimization algorithms, and algorithms speci�cally devised
for linear programming in the presence of rounding errors and uncertainties in the input data.

Algorithms for constraint satisfaction problems (CSP) o�er no means to optimize. Thus rigorous
versions can only be used in a limited way for veri�ed linear programming. Assume f∗ to be an
approximation to the optimal value of a minimization problem. Now build a CSP consisting of the
constraints of the linear program plus a constraint on the objective function, f(x) ≤ f∗ − ε. If a
rigorous algorithm veri�es this CSP to be infeasible, f∗ − ε is a lower bound on the true optimal
value of the linear program. Analogously upper bounds can be derived from feasible CSPs having an
additional constraint of the form f(x) ≥ f∗+ε. Two implementations of rigorous constraint satisfaction
algorithms are ICOS [21] and RealPaver [10]. ICOS is based on constraint programming and interval
analysis techniques. RealPaver uses a branch-and-prune algorithm, the pruning step merges constraint
satisfaction techniques with the interval Newton method.

The second category of methods is exploiting the fact that the optimal solution and value of a linear
program are rational numbers. Thus rigorous results can be obtained using rational arithmetic, but
not for interval problems. This has been done for example by Gärtner [9] and Dhi�aoui et al [6]. The
only available implementation seems to be perPlex by Koch [19], which only veri�es the optimality of
an approximate solution. O�ering neither means to obtain this approximate solution in the �rst place,
nor to proceed from there if the solution proves suboptimal, it was also excluded from the comparison.

Global optimization algorithms handle problems where the objective and the constraints are de�ned
by smooth algebraic expressions. Hence they can solve linear programs rigorously. Implementations are
Numerica [29], GlobSol [14], and COSY [7] (on inquiry it was not possible to obtain a copy of COSY).
Numerica combines traditional interval methods (e.g., Hansen�Sengupta's operator) with constraint
satisfaction techniques. GlobSol combines an interval branch-and-bound procedure with additional
techniques, such as automatic di�erentiation, constraint propagation, interval Newton methods, and
additional, specialized techniques. COSY uses a branch-and-bound scheme featuring a Taylor model
arithmetic for the bounding step.

Finally are the algorithms speci�cally designed for veri�ed linear programming in the presence of
rounding errors and uncertainties in the input data. These ideas go back to Krawczyk [20], who computed
rigorous enclosures of the optimal solution of a linear program. They were used and re�ned by Beeck
[1] and Rump [28], and extended to degenerate problems by Jansson [11]. Requiring the solution
of interval linear systems, all these methods share a computational work being cubic in the number of
variables. More recently Jansson [12] and Neumaier and Shcherbina [25] independently devised methods
to rigorously bound the optimal value with a quadratic complexity if �nite bounds on all variables are
known.

Lurupa [16] belongs to this fourth category. Implementing the algorithms developed by Jansson
[12], it tries to enclose feasible, near-optimal solutions for the primal and for the dual problem. The
iterative algorithm starts by solving the original problem with a standard linear programming solver.
Based on the approximate solution, interval arithmetic is now applied to enclose a feasible point. If
this succeeds, the rigorous bound on the optimal value follows with the range of the objective function
over this enclosure. Otherwise the algorithm starts over, perturbing the linear program to force the
approximate solution further into the interior of the feasible region. In the presence of uncertainty in
the input data, only approximate solutions to midpoint problems are necessary, and still a standard
linear programming solver is su�cient. The algorithm just postprocesses approximate solutions. It can
thus be combined with any standard linear programming solver to compute rigorous results.

Lurupa has proven capable of computing rigorous error bounds for the optimal value of linear pro-
gramming problems with several thousands of variables and constraints (see [17]). Roughly spoken,
�nite lower and upper bounds could be computed i� the respectively primal and dual problems were
not ill-posed. For various problems of the Netlib lp library, lower and upper bounds were obtained,
certifying the existence of optimal solutions.

Consisting of modules for the di�erent functional parts, Lurupa is fully implemented in ANSI C++
and easily extendable. The aim is to provide a fast implementation of the algorithms, available as a
stand-alone and a library version to be integrated into larger frameworks. For the interval computations
it uses PROFIL/BIAS [18]. Solver modules are currently available for lp_solve [2] in di�erent versions.
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Additional solver modules have to implement a common interface, their main function is transforming
data between the representations used in Lurupa and in the solver.

3 Numerical results

To compare the performance of GlobSol, Numerica, and Lurupa, test problems were generated with
the method of Rosen and Suzuki [27]. The objective function and the constraints were chosen to
be linear with random, integral coe�cients. The optimal solution was chosen random, integral, and
nondegenerated between the simple lower and upper bound of −10 and 10 on each variable. Thus the
optimal solution as well as its objective value are known exactly. A second test set consists of some
small problems from the Misc section of Meszaros's collection [23], kleemin3 � kleemin8 and farm.
The dimensions of the kleemin problems are indicated by the trailing digit, kleemin3 has 3 variables
and 3 inequalities, kleemin4 has 4 variables and 4 inequalities and so on. A slightly larger problem is
farm with 5 inequalities, 2 equations, and 12 variables. As these problems have in�nite simple upper
bounds, which Numerica and GlobSol do not handle well, an arti�cial �nite upper bound enclosing the
whole feasible region was set on the variables.

Most of the settings in GlobSol's con�guration �le were left at their defaults as suggested by Kearfott
[15]. The upper bound on the number of boxes MAXITR was increased if GlobSol aborted due to this
limit and the maximum cpu time MAX_CPU_SECONDS was set to 7200. Peeling was enabled for all bounds.
For the problems GlobSol could not solve, the databox was enlarged and peeling disabled. It might be
possible to obtain better results by adjusting the stopping tolerances to the speci�c problem instances
but this is not suitable for a benchmarking situation. It also re�ects the experience of a user without a
deeper insight into the algorithm and its parameters.

Applied to the �rst test set GlobSol successfully computed enclosures of the optimal solution and
value if the number of variables was less than 10. The relative accuracy of the computed bounds was
between 10−12 and 10−1 for the largest problems GlobSol solved. Increasing the number of variables to
10 resulted in GlobSol not terminating within two hours, increasing to 15 resulted in GlobSol running
out of memory. For the second test set, GlobSol rigorously solved the kleemin problems in under 5
seconds, but did not terminate for farm.

For the Rosen and Suzuki test problems, Numerica successfully solved a problem with 5 inequality
constraints and 5 variables with a relative accuracy of 10−12. Adding constraints or increasing the
number of variables resulted in Numerica not terminating. Looking at the Meszaros problems, Numerica
successfully enclosed the optimal values of kleemin3 to kleemin6, but failed due to insu�cient memory
for the larger ones.

Lurupa enclosed the optimal values and near-optimal feasible points for all problems in less than
10ms using lp_solve version 5.5. The relative accuracy of the computed bounds was at least 10−8. Only
for kleemin8 the accuracy was 10−6 due to the quality of the approximate solution.

4 Conclusion

Applying current general optimization software with rigorous result veri�cation to linear programs works
up to a dimension of 10 variables. Larger problems require algorithms that exploit the special structure
of the problems. Lurupa implements such algorithms and solves medium scale linear programs in a
reasonable time (see [17]).
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