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The concept of error-free transformations is rather old, but gained much attention in
recent years. Quite a number of algorithms, most prominently algorithms to compute
the sum or dot product of vectors of floating-point numbers, were developed recently
using error-free transformations.

The appeal is that problems such as the sum of floating-point numbers can be
transformed into other, simpler problems without any error. Successive transformations
simplify the problem more and more until eventually it can be solved with maximum
accuracy.

Following we describe some of those algorithms, in particular for the sum of floating-
point numbers, one of the most basic and important problems in numerical compu-
tations. We mention that those algorithms can be used to compute the inverse of
an arbitrarily ill-conditioned matrix in pure double precision floating-point arithmetic
[8, 10].

One of the earliest error-free transformations [4] is the transformation of the sum
a+b of two floating-point numbers a, b into the sum x+y of two floating-point numbers.
Here x is the rounded-to-nearest floating-point sum fl(a+ b) and y = a+ b−fl(a+ b) is
the exact error. The following algorithm due to Knuth [4] performs this transformation.
Note that only ordinary floating-point addition and subtraction is used to compute the
exact error y.

Algorithm 1. Error-free transformation of the sum of two floating-point numbers.

function [x, y] = TwoSum(a, b)
x = fl(a + b)
z = fl(x− a)
y = fl((a− (x− z)) + (b− z))

The following theorem holds.

Theorem 1. For all floating-point numbers a, b we have

x = fl(a + b) and x + y = a + b.

To prove this, two facts are important: First, the error y is always a floating-point
number, and second it is computed by Algorithm TwoSum under all circumstances
without error.

There are similar algorithms [1] for the dot product of two vectors which are based
on the error-free transformation of the product a · b into x = fl(a · b) and x + y = a · b.
They use the remarkable property due to Veltkamp [1] that a 53-bit double precision



floating-point number can be split error-free into the sum of two 26-bit numbers. The
trick is that in addition to the mantissa bits the sign-bit is used as well. Details can
be found in [7], [12] and [13].

For the moment it suffices to know that the dot product vT w of two vectors v, w ∈ Fn

can be transformed into the sum
∑

si of a vector s ∈ F2n of double length. Because
the transformation is error-free, it suffices to consider the summation problem.

The error-free transformation TwoSum can be propagated one-by-one. Given, for
example, p ∈ F4, we transform

q2 + π2 = p1 + p2

q3 + π3 = π2 + p3

q4 + π4 = π3 + p4

Obviously

4∑
i=1

pi = q2 + π2 + p3 + p4 = q2 + q3 + π3 + p4 = q2 + q3 + q4 + π4 =
∑

qi + πn .

More generally, given p ∈ Fn we define π1 := p1 and transform

qi + πi = πi−1 + pi.

Then

(1)
n∑

i=1

pi = πn +
n∑

i=2

qi.

The process becomes more clear in Figure 1. Here each box represents the error-free
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Figure 1. Cascade error-free Transformation TwoSum

transformation TwoSum as in Algorithm 1. Now the vector p1, ..., pn is transformed into
the vector q2, ..., qn, πn, where the last element πn is the ordinary floating-point summa-
tion fl(

∑
pi) and the value of the sum does not change as by (1): The transformation

is error-free. Another way to write this transformation is the following [7]:

Algorithm 2. Cascaded summation.

function p′ = VecSum(p)
p′1 = p1

for i = 2 : n
[p′i, p

′
i−1] = TwoSum(pi, p

′
i−1)

end for



Here the vector p ∈ Fn is transformed into the vector p′ ∈ Fn with
∑

pi =
∑

p′i.
But not only is the transformation error-free, but the condition number cond(

∑
pi)

decreases by almost a factor eps (the relative rounding error unit). More precisely [7],

cond(
∑

p′i) ≤ γn · eps · cond(
∑

pi),

where γn := neps/(1− neps) [3].
This transformation process can be cascaded, each time reducing the condition

number of the sum by almost a factor eps. In the last step the resulting vector is added
in floating-point, the only operation which is not error-free in the entire algorithm. This
algorithm SumK was presented in [7]:

Algorithm 3. Summation as in K-fold precision.

function res = SumK(p,K)
for k = 1 : K − 1

p = VecSum(p)
end for

res = fl

((
n−1∑
i=1

pi

)
+ pn

)

It can be shown [7] that the result res of algorithm SumK is essentially the same “as
if” the sum would have been calculated in K-fold precision. In other words, arbitrarily
ill-conditioned sums can be computed accurately to the last bit in ordinary double
precision floating-point.

A drawback of Algorithm SumK is that the number of transformations depends on
the condition number and this is not known a priori. The following algorithm AccSum

[12], [13] calculates the sum of a vector accurate to the last bit independent of the
condition number.

The idea is as follows. Figure 2 depicts the summands of a vector pi according to
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Figure 2. Extraction of high- and low-order parts of pi

the bit representation of the individual elements. Denote by µ the smallest power of



2 such that |pi| ≤ µ for all i, and denote by 2M the smallest power of 2 such that
n < 2M . Furthermore assume that we can extract from each pi the bits starting with
the leading bit until the bit 2Mµ · eps as shown in Figure 1. Denote this leading part
by qi and the remaining part by p′i, so that pi = qi + p′i for all i. Note that the leading
part qi may vanish, in which case pi = p′i. This happens if pi is smaller than 2Mµ · eps.
It is mandatory that the transformation pi = qi + p′i is error-free.

The constants are chosen in such a way that the qi add in floating-point without
error. This is true because potential carries in the sum of the qi cannot exceed σ := 2Mµ
because |pi| ≤ µ and n < 2M . In other words,

τ := fl(
∑

qi) =
∑

qi,

the summation is error-free. Obviously this implies

(2)
∑

pi = τ +
∑

p′i.

We have to discuss how to extract the pi into qi and p′i. As we will see, this can be
done in only three ordinary floating-point operations.

The quantity τ can be used to decide whether the summation is well-conditioned
or ill-conditioned. If τ is large, then the sum must be well-conditioned because the
remaining part

∑
p′i has little influence as the correction of τ . It can be shown that

adding the p′i in pure floating-point suffices to produce an approximation of the true
sum being accurate to the last bit.

If, on the other hand, τ is small, then the correcting term, the sum of the p′i may
have a significant influence on τ . In fact, the final sum may even be zero. In this
case we continue the process by extracting the high-order parts of the p′i into q′i and
remaining parts p′′i . The extraction is performed in such a way that the q′i add again
in pure floating-point without error. Since p′i = q′i + p′′i for all i, we have

∑
pi = τ +

∑
p′i = τ +

∑
q′i +

∑
p′′i .

Now the extraction is performed in such way that even τ ′ := τ +
∑

q′i adds without
error, so that finally

(3)
∑

pi = τ ′ +
∑

p′′i .

Again we can decide on the size of τ ′ whether the sum of the p′i is well-conditioned
or ill-conditioned. In the first case we add τ ′ +

∑
p′′i in pure floating-point and it can

be shown that the result is accurate to the last bit. Otherwise we continue with the
extraction.

An appealing property of this approach is that the computing time is proportional
to the difficulty of the problem. A well-conditioned sum requires only one or few
extractions, an ill-conditioned sum requires more extractions. The degree of difficulty
of the problem is determined by the algorithm itself.

It remains the problem to extract the pi into the leading, high-order part qi and
the remaining, low-order part p′i. This extraction can be performed with the following,
surprisingly simple algorithm. Given σ ∈ F, consider



Algorithm 4. Vector extraction.

τ = 0
for i = 1 : n

qi = fl((σ + pi)− σ)
p′i = pi − qi

τ = τ + qi

end for

It can be shown that for every floating-point number σ satisfying σ ≥ |pi| we have

(4) pi = qi + p′i,

and qi and p′i satisfy inequalities so that qi is indeed the high-order part of pi and
p′i is the low-order part. Furthermore, the subtraction p′i = pi − qi and the addition
τ = τ + qi are exact, it can be shown that they do not cause a rounding error. Note
again that the leading bits of pi need not to coincide with the leading bits of qi; the
only important property is (4).

Quite some work is necessary to define σ and other constants so that the dichotomy
between well-conditioned or ill-conditioned as described above is really true and, most
important, that the error-free relations (2) and (3) and so forth are really satisfied. This
is shown in [12]. Moreover, it is shown in [12] that the chosen constants are optimal,
they cannot be improved without jeopardizing the properties of the algorithm.

In total we have a very efficient algorithm to compute the sum of floating-point
numbers accurately to the last bit. Counting the number of operations of the inner
loop (the vector extraction) we have 4n floating-point operations per loop. This is
algorithm AccSum as described in [12] and [13].

There seems not much room to improve this. However, it is possible. The vector
extraction above uses the same constant σ for all pi. This is not necessary; the only
necessary assumption for the mathematical properties to hold is σ ≥ |pi| for all i. The
idea in [11] is to start with some σ0 and continue as follows:

Algorithm 5. Improved vector extraction.

for i = 1 : n
σi = fl(σi−1 + pi)
qi = σi − σi−1

p′i = pi − qi

end for
τ = σn − σ0

The extraction in the for-loop is obviously the same as in the original vector ex-
traction except that σ changes in each iteration. For suitable σ0 one can show that
both the computation of qi and of p′i are error-free, so that again pi = qi + p′i for all i.
It follows ∑

pi =
∑

qi +
∑

p′i.

The improvement of the new algorithm FastAccSum [11] is on the computation of
∑

qi.
Using the fact that the computation of qi by qi = σi − σi−1 is error-free, we have a
telescope sum:

q1 + q2 + . . . + qn = σ1 − σ0 + σ2 − σ1 + . . . + σn − σn−1 = σn − σ0.



Summarizing we obtain ∑
pi = σn − σ0 +

∑
p′i.

Now the improved vector extraction requires only 3n floating-point operations, in con-
trast to the original vector extraction the computation of

∑
qi comes practically free.

Of course, a number of details must be worked out; in particular the constants
are chosen so that σn − σ0 does also not cause a rounding error. This transforms the
original sum of the pi into τ +

∑
p′i as in AccSum.

In total this creates a new algorithm FastAccSum as presented in [11], and it is up
to 25% faster than its origin AccSum (3n compared to 4n flops in the inner loop).

In conclusion we presented new algorithms to compute accurate approximations of
the sum of floating-point numbers. Details can be found in [7], [12], [13] and [11].
Over there also computing times for various compilers and architectures are presented
showing that the new algorithms are the fastest known algorithms in terms of floating-
point operations and in terms of executing time.

As has been explained, dot products can be transformed into sums of double length.
Hence each summation algorithm implies an efficient way to compute accurate approx-
imations of the dot product of two floating-point vectors.

The basic tool for all algorithms are error-free transformations. These well-known
tools represent an interesting way to transform problems into simpler problems, the
transformation performed without error.

Starting with [7] we see a renaissance of using error-free transformations (the term
was coined in [7]) in various areas [2, 6, 5, 9, 14, 15]. We expect to see more of such
applications in the near future.
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